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Agenda

e Why is being well-architected important?
e Overview: Microsoft Azure Well-architected
e Performance Efficiency pillar overview — What is it?

e Resources



The value of running Well-Architected cloud workloads

v INVEST ON THESE ACTIONS... ® ... TO AVOID THESE CONSEQUENCES

@ Expenses, losses
« Streamline internal processes

v Trust
« Look for costly mistakes

» Enhance performance / Damages

- Manage budget
» Improve workloads security
* Increase incident response




* Who in the call, participated in all 5 sessions of
the Well-Architected Week?



Microsoft Azure

Well-Architected
Framework




Performance efficiency is ...

...the abllity of your workload to scale to meet the demands placed
on it by users in case of unexpected demand.

...hot to permanent overprovision a system 24/7



Performance Efficiency Overview

* Use Autoscaling
» Separate Background jobs
* Use Caching where possible
* Use CDN

* Data partitioning


https://docs.microsoft.com/en-us/azure/architecture/framework/scalability/overview

Performance Efficiency Overview

Design — for performance/scale =
Test — performance in every stage =

Monitor — your applications to automate =


https://docs.microsoft.com/en-us/azure/architecture/framework/scalability/design-checklist
https://docs.microsoft.com/en-us/azure/architecture/framework/scalability/test-checklist
https://docs.microsoft.com/en-us/azure/architecture/framework/scalability/checklist

Performance Efficiency Overview — laaS Challenges
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Choose the right SKUs

General Purpose High
. Compute Memory Storage GPU
Small production and . F i Obtimized " Performance
dev/test workloads Optimized Optimized P Optimized Compute




Choose the right Storage

Types

Unmanaged
disks (UMDs)

Managed
disks (MDs)

Azure creates
and manages

storage account
and disks

Create and
specify storage
accountto
store disks

Specify disk

size and
performance
tier Standard,
Premium or
Ultra

Manage
scalability
targets of the
storage account

Standard

Backed by HDDs or
SSDs

Cost-effective
storage

Suitable for
dev/test, non-
critical, infrequent
access

Geo-replication
options

Performance

Premium

Backed by SSDs
only

High-performance
and low-latency
disk support

Suitable for
mission critical
production
environment

Ultra (only MDs)

Backed by SSDs
only

Sub-millisecond
latency for the
most demanding
workloads

Suitable for the
most O intensive
workloads




Choose the right Networking

Without accelerated networking With accelerated networking

Azure infrastructure

services

Azure hosting

infrastructure

Metwork card Carc Metwork card
A A

Physical switch Physical switch




Choose the right Networking
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* Availability Set
e Scale Set

* Load Balancer

Use Scale Sets and Load Balancers




Auto Scaling with Virtual Machine Scale Sets

Azure virtual machine scale sets let you create and manage a
group of load balanced VMs. ‘
The number of VM instances can automatically increase or

decrease in response to demand or a defined schedule.

Scale sets provide high availability to your applications, and

allow you to centrally manage, configure, and update a large

number of VMs.

With virtual machine scale sets, you can build large-scale

services for areas such as compute, big data, and container

workloads.




Scaling — vertical vs. horizontal

« Vertical scaling is that you can do it without making any

changes to the application.
« But at some point, you'll hit a limit, where you can't scale

up anymore.
« At that point, any further scaling must be horizontal.

* Horizontal scale must be designed into the system. 2
« For example, you can scale out VMs by placing them
behind a load balancer. But each VM in the pool must
A A

handle any client request, so the application must be
stateless or store state externally (say, in a distributed
cache).



Scaling — vertical vs. horizontal

Scale out rather than scaling up
When using cloud technologies, it's generally easier, cheaper, and
more effective to scale out than scaling up.

 If you plan to scale up by increasing the resources allocated to
your hosts, you will reach a limit where it becomes cost- ®
prohibitive to scale any further.

* Be sure to remove the resources when they are not needed. -
A
 Scaling up also often requires downtime for your servers to
reboot.

« Managed PaaS services often have horizontal scaling and
autoscaling built in. The ease of scaling these services is a
major advantage of using PaaS services.




Try to use PaaS Services



Azure Kubernetes Service (AKS)

Azure Kubernetes Service (AKS) offers two levels of autoscale:

Horizontal autoscale: I I
 Can be enabled on service containers to add more or fewer “j $

pod instances within the cluster.

Cluster autoscale:
« Can be enabled on the agent VM instances running an agent
node-pool to add more or remove VM instances dynamically.




PaaS Services

. : Virtual machine scale sets offer autoscale capabilities for true laaS scenarios.
. and : PaaS offerings for ingress services that enable autoscale.
. , and : Serverless pay-per-use consumption modeling that

inherently provides autoscaling capabilities.

. : PaaS platform to change performance characteristics of a database on the fly and
assign more resources when needed or release the resources when they aren't needed. Allows
, , and capabilities.

Each service documents its autoscale capabilities. Review for a general discussion on
Azure platform autoscale.


https://docs.microsoft.com/en-us/azure/service-fabric/service-fabric-overview
https://docs.microsoft.com/en-us/azure/application-gateway/overview
https://docs.microsoft.com/en-us/azure/api-management/api-management-key-concepts
https://docs.microsoft.com/en-us/azure/azure-functions/functions-overview
https://docs.microsoft.com/en-us/azure/logic-apps/logic-apps-overview
https://docs.microsoft.com/en-us/azure/app-service/overview
https://docs.microsoft.com/en-us/archive/blogs/sqlserverstorageengine/azure-sql-database-scalability
https://docs.microsoft.com/en-us/archive/blogs/sqlserverstorageengine/azure-sql-database-scalability#scaling-updown
https://docs.microsoft.com/en-us/archive/blogs/sqlserverstorageengine/azure-sql-database-scalability#read-scale-out
https://docs.microsoft.com/en-us/archive/blogs/sqlserverstorageengine/azure-sql-database-scalability#global-scale-outsharding
https://docs.microsoft.com/en-us/azure/azure-monitor/platform/autoscale-overview

Technical Areas of Expertise

Application Design eniteig

* Design Patterns * Logging
 Transactional » Performance Targets

« Disaster Planning

Capacity Planning Performance Testing

 Usage Prediction » Resource & Performance Planning

* Service SKU Load Capacity

* Disaster Recovery Test Coverage
Benchmarking

Tooling

Troubleshooting

* Operational Model
* DevOps



Question Time

How have you accounted for capacity and scaling
requirements of your workload?

How are you testing to ensure that you workload
can appropriately handle user load?



Well-Architected Review

What design considerations have you made for
performance efficiency in your workload?

As traffic fluctuates intc your application the amount of underly u need will vary over time.

across multiple regions.

ximity to users, and resource type ilability.

SKUs that are currently

Within a region the application architecture is designed to use Availability Zones.

WY
The application is implemented with strategies for resiliency and self-healing.

Component proximity is considered for application performance reasons.

The application can operate with reduced functionality or degraded performance in the case of an outage.

1 choose appropriate datastores for the workload during the application design.
Your application is using a micro-service architecture.

stored for the wo




Well-Architected Review

Assess your workloads using the tenets found
in the Microsoft Azure Well-Architected
Framework:

Understand ethe WII-Architected level of your
workload environment.

Your overall results

Almost there. You have some room to improve your current enviranment, but you're on
track. If you continue to optimize, you'll soon be ready for successful cloud enablement.

MODERATE

Critical 0-33 Moderate 33-67 Excellent 67-100

Your result:

I 50/100

Access guidance for next steps of your workload
improvement process.

aka.ms

Azure

Microsoft Azure Well-Architected Review

Examine your workload through the lenses of reliability, cost management, operational excellence, security and

performance efficiency [20 minutes].

Assessment name *

Microsoft Azure Well-Architected Review - Jul 21, 2020 - 9:09:31 AM

Choose your interests

]

0

Cost Optimization

An effective architecture achieves business goals and ROI requirements while keeping costs within the allocated
budget.

Operational Excellence

To ensure that your application is running effectively over time, consider multiple perspectives, from both an
application and infrastructure angles. Your strategy must include the processes that you implement so that your users
are getting the right experience.

Performance Efficiency

Prioritize scalability as you design and implement phases. Scalability leads to lower maintenance costs, better user
experience, and higher agility.

Reliability

In a cloud environment you scale out rather than buying higher-end hardware to scale up. While it's always desirable
to prevent all failure, focus your efforts in minimizing the effects of a single failing component.

Security

Security is one of the most important aspects of any architecture. It provides confidentiality, integrity, and availability
assurances against deliberate attacks and abuse of your valuable data and systems. Losing these assurances can
negatively impact your business operations and revenue, as well as your organization's reputation in the marketplace.
In the following series of articles, we'll discuss key architectural considerations and principles for security and how they
apply to Azure.



https://aka.ms/architecture/review

=@ Microsoft Azure

Thank you

© Copyright Microsoft Corporation. All rights reserved.



Additional tools and resources

Responsive action for Enduring service Efficient trade-offs within
performance issues availability and efficacy applications

Log Analytics Azure Container Services Azure Functions

Documentation: aka.ms/docs/loganalytics Azure.com: aka.ms/containerservices Azure.com: aka.ms/azurefunctions

Documentation: aka.ms/docs/containerservices Documentation: aka.ms/docs/functions

Application Insights

Documentation: aka.ms/docs/appinsights Azure Kubernetes
Azure.com: aka.ms/containers/kubernetes
Documentation: aka.ms/docs/kubernetes

Azure App Service:
Documentation: aka.ms/docs/appservices

Azure Resource Manager
Documentation: aka.ms/docs/resourcemanager

Azure Cosmos DB
Documentation:
aka.ms/azurecosmosdb

Overall architecture

Microsoft Azure Well-Architected Framework
Documentation: aka.ms/architecture/framework

Microsoft Azure Architecture
Documentation: aka.ms/architecture/



https://aka.ms/docs/functions
https://aka.ms/opsexcel/monitor
https://aka.ms/architecture/

